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Previous INCITE Awards 
In 2009 nearly 900 million processor-hours were awarded  

to 25 new projects and 41 renewal projects  
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Argonne’s IBM Blue Gene/P – 556 TFs 
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Partnerships: 

IBM 
LLNL 
ANL 
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Insight into Parkinson’s Disease 

!! Parkinson’s Disease affects 5

 million in US and Europe 

!! Increased aggregation of !

-synuclein protein is thought to

 lead to harmful pore-like

 structures in human membranes 

!! Simulations show !-synuclein

 complexes, and "-synuclein

 prevents creation of propagating

 !-synuclein complexes 
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Science Methods and Challenges 

Igor Tsingelny 
University of California, San Diego 

!! Using NAMD and MAPAS on

 Blue Gene at ALCF and SDSC 

!! !-syn proteins are unstructured 

!-synuclein coformer at
 membrane (left), completed
 pentamer (above), 
evolution of !!synuclein  
over 5ns (right) 
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Better Reactors Faster at Scale 

Pressure distribution of coolant flow 

Breakthrough computation of thermal

-hydraulics with Nek5000 

2.95M spectral elements 

1 billion grid points   

!! Full physical configuration of 217 

 wire-wrapped fuel pins 
•! Production runs on 32K cores 

•! 80% parallel efficiency on 124K cores
 (strong scaling) 

–! Culmination of 3 year INCITE with

 results from lower pin counts 

!! Historical Build 

–! 7-pins: Strong correlation with LES and

 RANS providing path for saving

 compute resources in the future 

–! 19-pins: Proof that time-saving boundary

 conditions can be used 

!! Innovations over 3 Years 

–! Scalable spectral element multigrid solver for

 the pressure 

–! 4th generation coarse-grid solver (algebraic

 multigrid) 

–! Elimination of all arrays scaling with global

 element count 

–! Communication algorithms to discover

 processor topology 

–! Scalable grid partitioner 

–! Parallel I/O rewrite (subcommunicator) 

–! Parallel visualization 
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Paul Fischer ANL 
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With Sulfur 
Color: common-neighbor parameter

 that characterizes atomistic defects 

Designing Better Materials for Nuclear Reactors 
Priya Vashista  

University of Southern California 
!! 47 million-atom ReaxFF MD

 simulations exploring fracture
 modes in materials 

!! 50M CPU-Hours 

!! Key to design of next-generation

 nuclear reactor 

!! Revealed a missing link

 between sulfur-induced

 intergranular amorphization
 and embrittlement 

(A) close-up fracture

 simulation in

 nanocrystalline  Ni

 with amorphous

 sulfide GB layers 

“.. the proposed upgrade of the

 ALCF resources to a 10-20

 Petaflops Blue Gene Q system

 would enable our research

 group to make major

 breakthrough simulations on a

 number of applications of high

 relevance to DOE.  We look

 forward to working with the

 ALCF on their new platform. “  
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Computational Protein Structure
 Prediction and Protein Design 

!! Computationally design protein

-based inhibitors towards

 pathogens like H1N1 

!! Rapid turn around of huge

 campaigns on ALCF

 reinvented  how the science is

 done and enables new

 research 

!! Rapidly determine an accurate,

 high-resolution structure of any

 protein sequence up to

 150-200 residues 

!! Incorporating sparse

 experimental NMR data into

 Rosetta to allow larger proteins 
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David Baker 
University of Washington 

The interfaces of protein-protein complexes often

 exhibit a handful of key interactions, termed hot-spots. 

 At right, the original protein (A) is replaced by an easy

-to-manufacture custom scaffold (D) 
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NSF TeraGrid Shared Environments 

Text 

Computers 

Data services 

Visualization

 services 

People 

Modeling and

 simulation 

User support 

Data analysis

 &

 visualization 

 Common user

 environments 

Training 

Tools for

 educators 

Science  

Gateways 
Courtesy Ed Seidel, NSF 

Data Intensive 
Track 2 d Award 
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From Cray 
 The Gordon Bell Prediction 
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Figure courtesy of Kunle Olukotun, Lance

 Hammond, Herb Sutter, and Burton Smith 
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Nvidia 
Fermi 

!! 512 Cores 

!! IEEE FP 

!! ECC on Memory 

!! 64 bit address

 space 

!! Caches 
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A Thought Experiment 
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lim 

cores ! ! 

power ! ! 

mem/core ! 0 

“It took a decade to be able to efficiently utilize a 10X

 increase in processor parallelism, to expect that 1000X can

 be handled in less than that is a long stretch” 

23 

? 

Big Research Problem 24 
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Silicon Nanophotonics 

100X Faster, 10X Less Power 
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Change the Packaging 

Change the Paradigm 

Handy, Close, Near, Far  

Big Research Problem 28 
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“At Exascale, where fetching a word from DRAM will cost

 more power than performing a double precision floating

 point multiply-accumulate operation with it, there will be
 a new imperative to minimize state size and eliminate

 unnecessary references to deep in the memory

 hierarchy” 



GF/W must improve 1000x for Exascale 
How will software evolve? 

Source: DARPA Exascale Report 
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Simulations are critical for understanding
 climate change and predicting impacts 

Ocean and ice  

Improved modeling  
of land ice to reduce

 uncertainties in
 predictions for sea level

 rise and changes in
 ocean circulation 

Greenland ice 
NASA 

Hydrological cycle 
NWS 

Hurricane Floyd 
NOAA 

Nitrogen cycle 
EPA 

“Given these drivers . . . it is clear that exascale computers and ultra fast
 networks,  

data systems and computational infrastructure will be required by 2020.”  
Challenges in Climate Change Science and the Role of Computing at Extreme Scale, November 2008 

Hydrological
 cycle Reduce

 uncertainties  
in prediction of cloud

 radiative effects  
and precipitation  

due to climate change  

Extreme
 weather  

Use multi-scale ESMs  
to understand statistics  
of cyclones, blizzards,
 meso-scale storms,  

heat waves, droughts,
 and frost  

Carbon, methane, 
and nitrogen

 cycles 

Use ESMs with improved
 chemical and biological

 process models to reduce
 uncertainties in predictions

 of evolution of terrestrial
 ecosystems   
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Years 

Minutes 

Milliseconds 

Microseconds 

Nano- 
seconds 

Femto- 
seconds 

Molecular 
dynamics 

Kinetic 
Monte Carlo 

Quasi-static
 engineering
 simulations 

Accelerated 
molecular 
dynamics 

Molecular 
dynamics 

Phase field 

Crack formation 
(poly-crystal level) 

Cladding and fuel interaction 
(single crystal level) 

Initial formation of defect clusters 
(atomic level) 

Reactor and separations 
operations and aging 

(plant scale) 

3D fuel assembly modeling 
(engineering scale) 

Swelling and species migration 
(poly-crystal level) 
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Transient
 engineering
 simulations 

Predictive simulations are a critical 
capability for nuclear energy 

Electronic
 structure 
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Computational Requirements for Nuclear
 Energy Modeling 
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Case Study: Cellular Level Brain Model –  
A Grand Challenge 

10^4 neurons 

10^7 synapses 

O(10 GigaBytes) total 

10^8 neurons 

10^11 synapses 

O(100TeraBytes) total 

10^11 neurons 

10^14-10^15 synapses 

O(100 PetaBytes) total 

10,000X 

1000X 

1 neuron/core 

500-1000 neurons/core 

~500 neurons/core 

* 2007 Blue Brain Project/EPFL, Switzerland using a 4-rack IBM BlueGene/L †scaling factor includes additional scaling on Terascale 
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!! Pete Beckman & Jack Dongarra 

Improving 
HPC 

Software  
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IESP Goal 

Build an international plan for developing the

 next generation open source software for

 scientific high-performance computing 

Improve the world’s simulation and modeling

 capability by improving the coordination and

 development of the HPC software environment 

Workshops: 
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Where We Are Today: 

"! SC08 (Austin TX) meeting to generate interest 

"! DOE’s Office of Science funding 

"! Santa Fe meeting April 6-8, 2009  

"! 60 people 

"! NSF’s Office of Cyberinfrastructure funding 

"! European meeting June 28-29, 2009 

"! 70 people 

"! Draft Roadmap 

"! Outline Report 

"! Asian meeting (Tsukuba Japan) October 18-20, 2009 

"! Refine roadmap 

"! Refine Report 

"! SC09 (Portland OR) BOF to inform others 

"! Public Comment 

"! Draft Report presented  

Nov 2008 

Apr 2009 

Jun 2009 

Oct 2009 

Nov 2009 
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Building a Software Roadmap 
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